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Abstract: This study assesses the performance of Llama3 generative large language
models (8B and 70B) in predicting Big Five personality traits from Spanish and
Basque texts. Various in-context learning approaches, including zero-shot, few-shot,
and Chain-of-Thought (CoT) prompting, as well as instruction fine-tuning, were
evaluated on two datasets built on texts from different sources, Essays and PAN-
15 (with a Basque subset translated for this work). Results show that Llama3
performs poorly in Basque, with in-context learning strategies failing to exceed the
random baseline, except for a slight improvement with CoT on the 70B model.
Fine-tuning the 8B model provides only marginal gains. Performance in Spanish is
better but remains modest, with one-shot prompting and fine-tuning offering slight
improvements in the case of the smaller model. Finally, in the case of Spanish, all
in-context learning techniques surpass zero-shot when using the 70B model.
Keywords: Personality recognition, Large Language Models, In-Context Learning,
Low-resource Languages.

Resumen: Este trabajo evalia el rendimiento de los modelos de lenguaje genera-
tivos Llama3 (8B y 70B) en la prediccién de los rasgos de personalidad del modelo
Big Five a partir de textos en espanol y euskera. Se analizaron diversas estrate-
gias de aprendizaje en contexto, incluyendo zero-shot, few-shot y Chain-of-Thought
(CoT) prompting, asi como el ajuste fino, utilizando dos conjuntos de datos con-
struidos a partir de diferentes fuentes: Essays y PAN-15 (con un subconjunto en
euskera traducido especificamente para este trabajo). Los resultados muestran que
Llamag tiene un desempeno deficiente en euskera; las estrategias de aprendizaje en
contexto no logran superar la linea de base aleatoria, salvo una leve mejora con
CoT en el modelo de 70B. El ajuste fino del modelo de 8B solo proporciona mejoras
marginales. En espaifiol, el rendimiento es superior pero sigue siendo modesto, el
one-shot prompting y el ajuste fino ofrecen ligeras mejoras en el caso del modelo
mas pequeno. Por dltimo, en el caso del espafiol, todas las técnicas de aprendizaje
en contexto superan el enfoque zero-shot cuando se utiliza el modelo de 70B.
Palabras clave: Evaluacion de la personalidad, Modelos de Lenguaje de Gran Es-
cala, Aprendizaje en Contexto, Lenguas con pocos recursos.

1 Introduction able insight into individual traits. Using nat-
ural language processing (NLP) for personal-
ity assessment can enhance user experiences
in various domains, such as personalized mar-
keting, recruitment, and mental health diag-
nostics. For instance, companies can tailor
content to align with user personalities, im-
proving engagement, while in HR, it facili-
tates candidate screening by assessing com-

Automatic text personality assessment has
gained significant interest in recent years due
to its potential applications in diverse fields
such as human resources, mental health, ed-
ucation, and marketing (Mehta et al., 2020;
Stachl et al., 2020). In an era where digital
communication dominates, vast amounts of
text data are generated daily, offering valu-
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patibility with team dynamics. Additionally,
in therapy or coaching, personality profiling
can support mental health professionals in of-
fering more targeted and effective interven-
tions (Le Glaz et al., 2021; Calvo et al., 2017).

Text-Based Automatic Personality Recog-
nition identifies an individual’s personality
traits through their written language by
leveraging NLP and machine learning tech-
niques. These methods extract meaningful
linguistic features, such as word choice, syn-
tax, sentiment, and language patterns, from
text (Guo, 2022; Kazameini et al., 2020;
Ren et al.,, 2021) and map them to es-
tablished psychological models such as the
Big Five traits: Openness, Conscientious-
ness, Extraversion, Agreeableness, and Neu-
roticism (McCrae and John, 1992). While
considerable progress has been made in this
field, research has primarily focused on En-
glish, leaving a gap in studies exploring per-
sonality recognition in other languages. This
work addresses that gap by focusing specifi-
cally on Spanish and Basque texts, extending
the scope of multilingual personality assess-
ment.

Large Language Models (LLMs) have al-
ready transformed many fields, leading to
an increasing amount of research exploring
their utility in automatic personality assess-
ment (Yang et al., 2023). In this study,
we evaluated the effectiveness of open-source
Llama3 LLM in its 8B and 70B variants to
assess Big Five personality traits from text.
We compare various approaches, including
zero-shot, few-shot and CoT in-context learn-
ing techniques, and fine-tuning the models
on domain-specific datasets. The experi-
ments focus on the two official languages of
the Basque Country and Navarre—Spanish
and Basque—using two distinct datasets with
texts from diverse sources, including social
networks and personal essays, for evaluation.

The research questions addressed in this
article are as follows:

e RQ1: Is the zero-shot prompting strat-
egy feasible for predicting personality
traits for Spanish and Basque?

e RQ2: Do few-shot and chain-of-thought
(CoT) prompting strategies improve the
ability of the LLM to assess personality
traits compared to a zero-shot approach?

e RQ3: Does fine-tuning offer signifi-
cant performance improvements over in-
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context learning for personality recog-
nition, considering the higher data
and computational costs associated with
fine-tuning?

e RQ4: How does the performance of
Llama’s smaller model (8B) compare to
that of the larger model (70B) in person-
ality trait prediction?

From here on, the paper is structured as
follows. Section 2 reviews related works. Sec-
tion 3 describes the dataset used in this work.
Next, in Section 4 we detail the experimental
setup. The results obtained are described in
Sections 5. Finally, Section 6 draws conclu-
sions on the experiments carried out.

2 Related Work

Early approaches to automatic personality
recognition from text primarily relied on tra-
ditional machine learning techniques that uti-
lized handcrafted linguistic features, such
as lexical, syntactic, and semantic cues.
Mairesse et al. (2007) demonstrated that
specific linguistic features, including word
choice and syntactic patterns, were corre-
lated with the Big Five personality traits in
both spoken and written language, laying the
groundwork for text-based personality assess-
ment.

With the rise of deep learning, Convolu-
tional Neural Networks (CNNs) and Recur-
rent Neural Networks (RNNs) have been ef-
fectively employed to automatically learn and
capture relevant patterns from large text cor-
pora. Majumder et al. (2017) introduced a
CNN-based architecture to identify high-level
personality-related features, outperforming
traditional models by capturing more com-
plex linguistic nuances. Similarly, recurrent
models such as LSTMs and GRUs have been
utilized to capture temporal dependencies in
text, further enhancing personality trait pre-
diction (Gjurkovi¢ and Snajder, 2018). Lynn,
Balasubramanian, and Schwartz (2020) ex-
tended this line of research by proposing a hi-
erarchical BILSTM model with message-level
attention to better capture personality cues
from sequences of social media posts.

Subsequently, Transformer-based models,
particularly BERT (Devlin et al., 2019)
and RoBERTa (Liu et al., 2019), further
advanced personality recognition by allow-
ing fine-tuning with minimal labeled data.
Mehta et al. (2020) showed that BERT, when
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fine-tuned on personality datasets, surpassed
previous models in both accuracy and consis-
tency.

The advent of LLMs has further advanced
the field, especially when combined with in-
context learning techniques (Ke et al., 2024).
Recent studies, such as PsyCoT (Yang et al.,
2023) and DesPrompt (Wen et al., 2023),
leverage LLMs in multi-turn conversational
formats or fill-in-the-blank tasks to capture
intricate linguistic nuances and draw more
precise personality inferences. For example,
PsyCoT facilitates gradual personality profil-
ing through iterative questioning, while De-
sPrompt generates predictions based on de-
scriptive adjective-driven prompts, proving
particularly effective in low-data scenarios.
However, most existing research remains fo-
cused on English texts, highlighting the need
for further studies on multilingual personal-
ity recognition.

3 Datasets

The datasets used in this study contain text
samples annotated with trait values, which
we binarize for classification. Both datasets
contain self-reported Big Five personality
trait labels. Participants completed a self-
report Big Five personality inventory, rating
themselves on a series of statements. These
responses were then scored to generate the
personality trait labels. To ensure diversity
in textual sources, we selected two datasets:
one consisting of social media posts and the
other comprising personal essays. Specifi-
cally, the following widely used datasets for
text-based personality assessment were cho-
sen for our experiments:

1. Essays (Pennebaker and King, 1999):
This dataset consists of personal es-
says written by individuals, reflect-
ing on their daily lives and personal
thoughts, who have also completed the
Big Five personality assessment ques-
tionnaire. Each text is labeled with
scores and binary labels for the Big
Five personality traits, allowing re-
searchers to analyze and predict person-
ality based on natural, self-expressive
writing. Comprises 2468 students En-
glish essays labeled with the writers’
Big-Five personality traits. For our ex-
periments, we randomly selected a sub-
set of 100 essays, along with their corre-

sponding labels, to construct the test set
(Essays_en), striving to maintain a bal-
anced label distribution (see Table 2).
This sample size was chosen to ensure
a manageable evaluation process while
still providing sufficient diversity in writ-
ing styles and personality traits. Addi-
tionally, after the subset was machine
translated into Spanish, it was manu-
ally reviewed to create the Spanish ver-
sion of the test set (Essays_es). This
manual review process, essential for en-
suring accuracy and quality, would have
been impractical to scale across the en-
tire dataset due to limitations in time
and resources.

. PAN-AP-2015 (Rangel Pardo et al.,

2015): The PAN-AP-2015 corpus data
is sourced from Twitter and includes
collections of tweets from individuals in
four languages: English, Spanish, Ital-
ian, and German. In this study, we fo-
cus on the English texts (294 individu-
als in total: 152 in the training set and
142 in the test set) and Spanish texts
(188 individuals: 88 in the training set
and 100 in the test set). Each individual
has approximately 100 tweets, with Big
Five personality traits scored on a scale
from -0.5 to +0.5. For binary classifi-
cation, we categorized scores above 0.1
as "high”, while all other scores were la-
beled as "low”. This threshold was se-
lected following a grid search strategy in-
spired by (Wen et al., 2023), in which
multiple cutoff points within the nor-
malized range [-0.5, +0.5] were evalu-
ated. The value of 0.1 was chosen as
it provided the most balanced distribu-
tion of positive (high) and negative (low)
samples across traits, helping to mitigate
class imbalance in the binary classifica-
tion setup. In our experiments, we used
the complete original test sets in English
and Spanish (PAN_en and PAN _es, here-
inafter). For the Basque experiments,
we randomly selected 26 samples from
the Spanish test set and manually trans-
lated them into Basque, creating the
PAN_eu dataset!. This dataset holds
particular significance as it represents
the first personality recognition dataset
available for the Basque language.

"huggingface.co/datasets/orai-nlp/PAN15-eu
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Table 1 presents the datasets used in our
experiments, along with their respective sizes
for the test split. Each number indicates the
number of individuals in the test set (i.e.,
documents written by distinct participants).

Dataset Test
Essays.en 100
Essays_.es 100
PAN_en 142
PAN _es 88
PAN_eu 26

Table 1: Test sets used for the experiments
and the number of examples in each.

Both datasets are annotated using the
Big-Five model, commonly referred to as the
OCEAN model (McCrae and John, 1992).
According to this model, personality is de-
scribed along five dimensions:

e Openness: Imaginative, curious, and
open to new experiences.

e Conscientiousness:
able, and responsible.

Organized, reli-

o Extraversion: Sociable, talkative, and
energetic.

e Agreeableness: Compassionate, coop-
erative, and kind.

e Neuroticism: Prone to emotional in-
stability, anxiety, and moodiness.

It is important to note that the PAN-AP-
2015 dataset labels Neuroticism inversely, as
”emotional stability”. We adapted the an-
notations by assigning a Boolean value of 0
for Neuroticism to individuals with high emo-
tional stability, and vice versa.

Table 2 provides a summary of the distri-
bution between the two categories for each
trait across all datasets.

4 Exzperimental Setup
4.1 Models

For our experiments, we employed Meta’s
open-weight Llama3 multilingual LLMs
(Dubey et al., 2024) in two configurations:
8 billion (8B) and 70 billion (70B) pa-
rameters. These models were chosen for
their accessibility, allowing for extensive
experimentation without the financial con-
straints of proprietary models, and for their
strong multilingual capabilities, despite
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being primarily trained on English and other
major languages. By leveraging both the
smaller (8B) and larger (70B) models, we
sought to explore how model size influences
the accuracy of Big Five personality trait
inference using zero-shot, few-shot, and CoT
prompting strategies.

4.2 Prompting Strategies for
personality assessment
4.2.1 Zero-Shot Prompting
For the zero-shot prompting approach for
assessing personality traits, we designed a
prompt that includes the instructions to
guide the instructed LLM towards the spe-
cific task, along with the text from which the
value of a specific personality trait should be
inferred. The instruction is written in En-
glish, while the content text is in the source
language —Spanish or Basque— depending on
the language in which the traits are intended
to be inferred. The specific contents of the
prompt are shown in Table 3.

The placeholder [text] is replaced with the
context content used to determine the value
(high or low) of the specified trait, indicated
by the placeholder [trait]. Furthermore, the
model is requested to produce the output in
a predefined format to facilitate automatic
evaluation.

4.2.2 Few-Shot Prompting
In the few-shot prompting experiments, we
designed a prompt that includes labeled ex-
amples of personality assessment task. To
enhance the model’s understanding of the
task, we include a set of trait assessment ex-
amples, adjusting the number of examples
based on the experimental setup (1-shot, 2-
shot, or 4-shot), where x-shot refers to x
labeled examples per trait. All examples
were randomly sampled from the training set.
Accordingly, the [number| placeholder is re-
placed with one, two, or four to align with
the respective configuration. Following this
structure, in the example provided in Table
6 (Appendix A), the placeholder [Text_1] is
substituted with the first example’s content,
and [Text_2] with the second example’s con-
tent. Similarly, the [text] placeholder is re-
placed with the contextual input used to eval-
uate the trait (specified by [trait]) as either
high or low.

To study the impact of varying the num-
ber and diversity of the examples included in
the prompt, we tested the following setups:
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Dataset (%) Opn Con Ext Agr Neu

PAN en 67 /33 51/49 51/49 51 /49 49 /51
PAN _es 52 /48 46 /54 53 /47 66 /34 52 /48
PAN_eu 42 /58 42 /58 54/46 69 /31 50 /50
Essays_en 53 /47 46 /54 49 /51 54 /46 44 / 56
Essays_es 53 /47 46 /54 49 /51 54 /46 44 / 56

Table 2: Percentage distribution of positive (left) and negative (right) labels per Big Five trait

across datasets.

You are an AI assistant who
specializes in text analysis.

You will complete a text analysis
task. The task is as follows:
according to a text written by an
author, predicting whether

the author is A:"High [trait]"

or B:"Low [trait]".

AUTHORS TEXT:
[text]

Write a choice in the format:
"CHOICE: "
and do not give the explanation.

Table 3: Zero-shot prompt used to infer the
personality trait value.

e 1-shot: We examine the effect of a
single polarized example, where all in-
stances are labeled with the same psy-
chological trait, either high or low.

e 2-shot: We assess the model’s perfor-
mance using two examples, with one ex-
ample labeled high and the other low,
ensuring a balanced representation of
both classes.

e 4-shot: We expand the prompt to in-
clude four examples, with two examples
for each class, representing both high
and low labels equally.

4.2.3 Chain-of-Thought (CoT)
Prompting

For the Chain-of-Thought (CoT) prompt-
ing strategy, we used the prompt from
(Yang et al., 2023), detailed in Appendix B.
This strategy guides the model to evalu-
ate personality-related statements step-by-
step, scoring them on a scale from 1 to 5
based on the provided text (see Table 7).
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Each psychological trait has a specific set
of statements, specified by the placeholder
[range_statements], which the model evalu-
ates sequentially. The scoring scale is as fol-
lows:

Strongly Disagree
Disagree a Little
Neutral

1:
2:
o 3
4: Agree a Little
9:

e 5: Strongly Agree

After scoring all statements, the model
is informed of which ones positively or
negatively influence the trait, specified by
the placeholder [statements_ids] and is then
prompted to determine whether the trait is
high or low based on the cumulative scores.

The general prompt used in the CoT strat-
egy is shown in Table 7 in Appendix B. As
noted, the placeholder [range statement]| is
replaced with the range of statement IDs to
be evaluated (e.g., S0-S9). Similarly, the
[trait] and [text] placeholders are substituted
with the specific trait being evaluated and the
context used to determine the score for the
statements, respectively. Finally, the [state-
ments_ids] placeholder is replaced with the
set of statement IDs that have a positive or
negative association with the trait.

Table 8 in Appendix B illustrates the loop
used to score all trait-specific statements.
Here, the [statement_id] placeholder is re-
placed with the identifier of the statement
(e.g., S0), while the [statement| placeholder
holds the sentence of the assertion to be
scored on a scale of 1 to 5 (e.g, The author
always likes to collaborate with others). The
LLM generates the response in the [score]
placeholder.

Lastly, Table 9 in Appendix B provides
the prompt used to elicit the LLM to assess
the trait as high or low, considering the scores
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of the statements, which may have either a
positive or negative influence on the overall
assessment.

4.3 Instruction Fine-Tuning

To adapt the LLaMA3-8B model to the task
of personality assessment, we performed in-
struction fine-tuning using two complemen-
tary datasets: the Essays dataset (Pen-
nebaker and King, 1999), which contains re-
flective, formal English texts, and the PAN-
AP-2015 dataset (Rangel Pardo et al., 2015),
which includes informal social media posts
in both English and Spanish. This bilingual
and stylistically diverse corpus aims to im-
prove the model’s ability to generalize across
a broad spectrum of linguistic contexts and
communication styles.

Instruction fine-tuning was conducted us-
ing Low-Rank Adaptation (LoRA) (Hu et
al., 2022), a parameter-efficient fine-tuning
method that enables scalable adaptation of
large language models without modifying all
model weights. The fine-tuning process em-
ployed a batch size of 64, 4 epoch and a cosine
learning rate scheduler with a peak learn-
ing rate of 2e-5. The LoRA-specific hyper-
parameters were set to a rank of 64, an alpha
value of 16, and a dropout probability of 0.1.

Training was carried out using NVIDIA
RTX A5000 GPUs, with memory-efficient
techniques such as 8-bit optimizers and gradi-
ent check-pointing enabled to accommodate
the model within available hardware. For the
training framework, we relied on the Hugging
Face Transformers library (Wolf et al., 2020),
integrating it with DeepSpeed (Rajbhandari
et al., 2020) to handle memory partitioning
and scale across multiple GPUs when neces-
sary.

This stage of fine-tuning aimed to steer
the base LLaMA3 model toward a more
instruction-following behavior, aligning its
outputs with the requirements of the person-
ality assessment task. By exposing the model
to high-level instructions and diverse input
types during training, we expected to im-
prove its robustness and reasoning in down-
stream evaluation, particularly in zero-shot
scenarios.

5 Results

This section presents the experimental re-
sults of the instructed LLM Llama3 (8B and
70B) on the personality assessment task us-
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ing zero-shot, few-shot, and CoT prompt-
ing approaches, as well as fine-tuning. The
evaluation is conducted on the Essays and
PAN-AP-2015 datasets across English, Span-
ish, and Basque.

We report results in terms of accuracy,
measured as the proportion of correctly clas-
sified instances for each of the five Big Five
traits. The overall accuracy is calculated as
the average accuracy across all traits.

5.1 In-Context Learning
Evaluation

As shown in the table 4, the zero-shot ap-
proach shows a poor performance in general,
making it an unfeasible strategy for person-
ality assessment. Its performance is partic-
ularly bad in the case of Basque, where it
does not exceed the random baseline. The
results for English and Spanish remain com-
parable, with accuracy scores of 0.56 and 0.54
in the Essays dataset and 0.55 and 0.52 in
the PAN_15 dataset, respectively. Further-
more, no significant performance differences
were observed between the two model sizes.

According to the results obtained for the
few-shot prompting systems, the one-shot ap-
proach outperforms the zero-shot approach
for Spanish, particularly when using the
larger Llama model (70B) in both datasets.
This improvement is most pronounced in the
Essays dataset, where one-shot prompting
with Llama3-70B yields the highest perfor-
mance for Spanish. This is not the case for
Basque, as the one-shot strategy does not
outperform the zero-shot in most configura-
tions. Adding more examples to the prompt
did not improve the results, as neither the
two-shot nor four-shot approaches outper-
formed the one-shot strategy for Spanish and
English. For Basque, the four-shot approach
only surpassed the one-shot strategy when
using the larger model. Finally, the CoT
strategy outperforms all other prompt-based
approaches on the PAN-15 dataset when us-
ing the largest model for both Spanish and
Basque. However, this is not observed in the
Essays dataset for Spanish, where the best re-
sults are achieved with one-shot prompting.

Among all prompt-based approaches, the
one-shot strategy achieves the best results
on the Essays dataset, regardless of model
size. In the PAN-15 dataset, one-shot also
performs best with the smaller model, but
the larger model enables CoT to surpass it.



Personality Assessment on Spanish and Basque Texts using In-Context Learning Techniques

Method Essays_en Essays_es PAN_en PAN _es PAN_eu
88 7B 8B 7B 8B 7B 8B 70B 8B 70B
Random 0.50 0.50 0.50 0.50 0.50
Zero-shot 0.55 0.56 0.55 054 0.53 055 051 052 047 0.48
One-shot_pos 0.56 0.57 0.52 0.57 0.54 0.57 053 054 046 047
One-shot neg 0.58 0.59 0.57 0.59 050 0.53 048 0.53 049 0.48
Two-shot 0.54 058 056 056 048 050 051 055 045 0.41
Four Shot 0.54 055 055 056 051 055 052 054 046 0.50
CoT 0.58 0.58 0.55 0.58 048 0.55 047 0.57 0.48 0.52
IFT 0.58 - 0.57 - 0.54 - 0.54 - 0.52 -

Table 4: Results for all prompt-based systems and the fine-tuning approach evaluated on the

Essays and PAN-15 datasets.

However, it is important to note that CoT
prompting is significantly more computation-
ally expensive than one-shot.

5.2 Fine-Tuning Evaluation

Instruction fine-tuning of the Llama3-8B
model leads to further performance improve-
ments on the PAN-AP-2015 dataset, espe-
cially in Spanish and Basque. This con-
firms the effectiveness of supervised learn-
ing in capturing trait-specific patterns, espe-
cially in low-resource languages like Basque,
where fine-tuning substantially improves per-
formance compared to zero-shot and few-shot
approaches (e.g., 0.52 vs. 0.47 average accu-
racy on PAN-15). For Basque fine-tuning is
the only strategy that enables Llama3-8B to
outperform the random baseline, highlight-
ing the challenges of few-shot and zero-shot
in-context learning strategies in low-resource
settings.

However, the results differ notably for
the Essays dataset. In English, fine-tuning
achieves accuracy equivalent to the best-
performing prompt-based methods (0.58).
For Spanish the fine-tuned model scores 0.57,
slightly below the top prompt-based result
(0.59 by One-shot_neg with Llama3-70B).
This suggests that while fine-tuning pro-
vides consistent improvements across lan-
guages, its relative advantage over prompt-
based methods diminishes in high-resource
scenarios where large language models can ef-
fectively leverage in-context learning.

5.3 Trait-wise Evaluation

To gain deeper insight into the model’s be-
havior, we conducted a trait-wise perfor-
mance analysis. Table 5 present the ac-
curacy obtained per trait for Llama’s 8B
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model across multiple prompting strategies
and both datasets.

The effectiveness of trait classification
methods varies by language. Fine-tuning
generally provides the best performance, es-
pecially for Openness, Extraversion, and
Neuroticism, though improvements are often
modest. Prompting strategies show inconsis-
tent benefits—CoT notably enhances Agree-
ableness in Basque (0.69) but underperforms
for Extraversion in English (0.39). One-
shot negative prompting is effective for Con-
scientiousness and Extraversion in Basque,
while one-shot positive prompting improves
Conscientiousness and Neuroticism in Span-
ish. Zero-shot surprisingly performs best for
Openness in English (0.67). These results
highlight the language-dependent effects of
prompting and the limited yet stable advan-
tage of fine-tuning.

The breakdown of the results for each
trait in the Essays dataset (see Table 5)
show that performance improves consistently
with more advanced strategies for Openness,
where fine-tuning achieves the highest ac-
curacy on both English (0.61) and Spanish
(0.63). Conscientiousness remains relatively
stable across strategies, with fine-tuning per-
forming best in English (0.57), while Span-
ish results fluctuate without notable improve-
ments over zero-shot. Extraversion proves
the most challenging trait to classify, with
the weakest overall performance, especially
in Spanish, where CoT drops to 0.45. Agree-
ableness maintains relatively high accuracy
across all strategies, with CoT performing
best in both languages, though improvements
over zero-shot are modest. Neuroticism re-
mains stable, with zero-shot matching the
highest accuracy across strategies in both
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PAN-15 Dataset

Language Strategy OPN CON EXT AGR NEU | AVG
Zero-Shot 0.38 0.54  0.58 0.42 0.42 0.47
One-Shot_pos  0.42 0.38 0.54  0.46 0.50 0.46

EU One-Shot neg  0.46 0.62 0.62 0.31 0.46 0.49
CoT 0.38 0.38 0.46 0.69 0.46 0.48
Finetuning 0.46 0.50 0.50 0.58 0.54 0.52
Zero-Shot 0.67 0.51 0.52 0.47 0.48 0.53
One-Shot_pos  0.65 0.59 0.51 0.48 0.44 0.53

EN One-Shot neg  0.55 0.51 0.50 0.49 0.41 0.49
CoT 0.60 0.51 0.39 0.47 0.45 0.48
Finetuning 0.56 0.59 0.53 0.48 0.53 0.54
Zero-Shot 0.46 0.52 0.54  0.56 0.49 0.51
One-Shot_pos  0.46 0.68 0.49 0.45 0.59 0.53

ES One-Shot neg  0.48 0.31 0.58 0.45 0.58 0.48
CoT 0.33 0.68 0.51 0.44 0.41 0.47
Finetuning 0.57 0.57  0.55 0.53 0.50 0.54

Essays Dataset

Language Strategy OPN CON EXT AGR NEU ‘ AVG
Zero-Shot 0.53 0.51 0.51 0.58 0.63 0.55
One-Shot_pos  0.54 0.55 0.53 0.58 0.63 0.57

EN One-Shot_neg  0.60 0.55 0.55 0.55 0.61 0.57
CoT 0.56 0.55 0.58 0.59 0.61 0.58
Finetuning 0.61 0.57 0.55 0.57 0.58 0.58
Zero-Shot 0.53 0.55 0.48 0.60 0.58 0.55
One-Shot_pos  0.52 0.51 0.50 0.59 0.50 0.52

ES One-Shot neg  0.61 0.54  0.51 0.62 0.56 0.57
CoT 0.62 0.51 0.45 0.63 0.56 0.55
Finetuning 0.63 0.55 0.56 0.56 0.57 0.57

Table 5: Accuracy by personality trait for each strategy on PAN-15 and Essays datasets. Traits:
Openness (OPN), Conscientiousness (CON), Extraversion (EXT), Agreeableness (AGR), Neu-

roticism (NEU).
languages.

Fine-tuning consistently achieves the best
or near-best results, particularly for the
most challenging traits—those where zero-
shot performance is weakest—demonstrating
its effectiveness. One-shot negative prompt-
ing tends to outperform its positive counter-
part, emphasizing the influence of example
framing on model performance. CoT yields
mixed results, excelling in certain traits (e.g.,
Agreeableness in Spanish) while underper-
forming in others (e.g., Extraversion in Span-
ish). Overall, Extraversion proves to be the
most difficult trait to classify, whereas Agree-
ableness and Neuroticism exhibit relatively
stable performance across strategies.
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6 Conclusions

The primary objective of this study was
to evaluate the performance of the Llama3-
instructed LLMs (8B and 70B) in assessing
the Big Five personality traits in Basque and
Spanish texts. To achieve this, we explored
several in-context learning approaches—zero-
shot, few-shot, and CoT prompting—and
fine-tuned the models using domain-specific
instructions. Two widely used datasets, Es-
says and PAN-15, grounded in the Big Five
psychological model, served as the basis for
our experiments.

Our findings indicate that both Llamagd
models (8B and 70B) struggle to perform the
personality assessment task for Basque and
Spanish in a zero-shot prompting setup. Per-
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formance in Basque, in particular, was es-
pecially poor, failing to exceed the random
baseline (0.47 for Llama3-8B and 0.48 for
Llama3-70B). In truth, only the fine-tuning
of the small model and the most advanced
prompting strategy, CoT, have managed to
modestly surpass the baseline performance.

While few-shot and CoT prompting ap-
proaches yielded modest improvements over
the zero-shot baseline for Spanish, the im-
provements were relatively limited. Among
all prompt-based strategies, the one-shot ap-
proach achieved the best results on the Es-
says dataset, for both model sizes. On the
PAN-15 dataset, the one-shot strategy also
outperformed others for the smaller model,
but the larger model allowed CoT prompting
to achieve slightly better results.

Fine-tuning the LLMs with domain-
specific instructions resulted in only marginal
improvements on the PAN-15 dataset for
Spanish and Basque, compared to the
prompting-based strategies.

Our experiments reveal that assessing per-
sonality traits from text is a challenging task
for LLMs. Notably, model size did not lead
to significant differences in performance, as
both the 8B and 70B models produced simi-
larly low results. This highlights the need for
further research into leveraging LLMs effec-
tively for psychological assessment tasks.
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A Appendix 1: Few-shot prompt

Table 6 details the few-shot prompt for per-
sonality trait classification, including task in-
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structions, two labeled examples, and the tar-
get text.

You are an AI assistant who
specializes in text analysis.

You will complete a text analysis
task. The task is as follows:
according to a text written by an
author, predicting whether

the author is A:"High [trait]"

or B:"Low [trait]".

[number] examples:

[text_1]

CHOICE: A

[text_2]

CHOICE: B

AUTHORS TEXT:

[text]

Write a choice in the format:
"CHOICE: "

and do not give the explanation.

Table 6: Few-shot prompt for predicting a
personality trait from the author’s text.

B Appendix 2: Chain-of-Though
prompt
This appendix presents the Chain-of-
Thought (CoT) prompting strategy used to
guide the model through a step-by-step trait
assessment process. The approach involves a
multi-turn dialogue where the model rates a
series of trait-related statements based on an
author’s text before making a final high/low
classification.
Tables 7-9 show the full structure of the
CoT prompt.

According to the above scores

and the text, the author is more
likely to be: A: "High [trait]" or
B: "Low [trait]". Provide a choice
in the format: "CHOICE: <A/B>" and
do not give the explanation.

Assistant: CHOICE: [choice]

Table 9: Final prompt used in the CoT strat-
egy to evaluate the personality trait value
(high or low).

You are an AI assistant who
specializes in text analysis and

I am Human. We will complete a

text analysis task together through
a multi-turn dialogue.

The task is as follows:

we have a text written by an author,
and at each turn I will give you a
statement about the author.
According to the author’s text,

you need to rate the statement with
a score from 1-5, where:

1 = Disagree strongly,
2 = Disagree a little,
3 = Neutral,

4 = Agree a little,

5 = Agree strongly.

After rating all the statements
([range_statements]), I will ask
you if the author is more likely
to be A: "High [trait]" or

B: "Low [trait]",

and then you need to give your
choice. Note that [statements_ids]
are positive statements,

with higher scores indicate
higher [trait], while
[statements_ids] are reverse-scored
statements, with higher scores
indicate lower [trait].

AUTHOR’S TEXT: [text]

Table 7: CoT prompt used to guide the LLM
through the trait assessment process.

[statement_id]: "[statement]".
Provide your response in the format:
"SCORE: <1-5>",

and do not give the explanation.

Assistant: [score]

Table 8: Prompt containing the loop used
in the CoT strategy, to evaluate personality-
related statements for specific traits.
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